|  |
| --- |
| **1. 주제**  **음성 및 입 모양 분석을 활용한 한글 자막 생성**  **(나)반, 5팀, 20180367, 박상혁** |

|  |  |
| --- | --- |
| **2. 요약**  SNS 및 동영상 플랫폼을 통해 많은 영상물이 업로드 되고있다. 이 프로젝트에서는 자막이 제공 되지 않는 영상물에 대한 음성 및 이미지 분석을 통하여 한글 자막을 생성하는 것을 목표로 한다. 입 모양 인식 알고리즘 Lipreading, 음성 인식을 위한 wav2letter 등의 알고리즘을 사용하여 동영상의 프레임들과 음성을 통해서 자막을 생성한다면, 정보공유 및 지식 전달의 매개체로써 영상 매체들이 보다 정확한 정보 전달이 가능해지고, 청각 장애인에게도 효과적으로 내용을 전달할 수 있게 된다. | **3. 대표 그림**  영상 매체의 정확한 내용 전달을 위한 부정확한 자동 자막에 대한 수정 작업이 필수적이다.  자동 생성 자막의 경우 대다수의 영상물에 대한 정확한 스크립트를 제공되지 않아 불명확한 정보를 전달하기도 한다.    그림 1. 잘못된 자동 자막 수정  (출처: 숭실대 AI 모빌리티 사업단 재직자 대상 특강 유튜브 채널)  음성데이터 학습으로 다음과 같이 부정확한 자막을 수정한다.  “주로 병부 하고” 🡪 “주로 연구하고”  "검출 적으로” 🡪 “검출 쪽으로”  그림 2. 원본 Script 및 한국어 발화  음성이 포함된 동영상  (출처: ITSub잇섭 유튜브 채널)  Script가 존재하는 동영상의 음성, 영상을 각각 분리하여 학습을 진행 시킨다.  음성 데이터와 스크립트의 학습률을 높이는 방향으로 진행한다.  입술 모양을 학습은 자막 수정 작업을 보조한다. |

|  |
| --- |
| **4. 서론**  영상 매체는 다수의 대상에게 생동감 있는 정보를 빠른 속도로 전달이 가능하지만, 정보를 깊이 있게 전달하는 데에는 한계가 존재한다. 이를 보완하기 위한 수단인 자동 생성 자막의 경우 대다수의 영상물에 대한 정확한 스크립트를 제공되지 않아 불명확한 정보를 전달하기도 한다. 이를 보완하기 위해 자동 생성 자막을 영상인식, 음성인식, 기계학습의 방식을 활용하여 개선하고자 한다. 각각의 방식에 대해 영상인식은 LipReading, 음성인식은 wav2letter++, 기계학습은 DNN을 기반으로 학습을 진행한다. |

|  |
| --- |
| **5. 본론**   * 필요한 기술 요소   한국어 발화 음성과 이미지가 포함된 동영상  동영상 소스에서 추출한 영상 데이터 및 음성 데이터  Wav2Letter - 음성 Feature 들에 대한 학습을 진행  LipReader – 영상 프레임을 학습하여 한국어 발음에 대한 입술 모양 라벨링   * 구현 방법 및 개발 방향   <데이터 준비 및 전처리>  한국어 발화 음성과 이미지 및 Script가 포함된 동영상을 기본 데이터셋으로 한다.  동영상 소스는 학습 데이터인 원본 Script가 포함된 영상과,  테스트 데이터인 Script를 가지지만 배제한 영상으로 구분한다.  동영상 소스에서 추출한 영상 데이터 및 음성 데이터를 추출한다.  <학습 진행>  Script가 포함된 영상들에 대한 다음의 학습과정을 진행한다.   1. Wav2Letter - 음성 Feature 들에 대한 학습을 진행한다 2. LipReader – 영상 프레임을 학습하여 한국어 발음에 대한 입술 모양 라벨링한다. 3. 학습율은 기존 Script에 대하여 (1)의 결과의 정확도를 기준으로 하고, (2)의 학습 결과를 parameter로 추가하여 (한글 자음, 모음에 대한 사용 시점의 정확성을 지표로 선정) 역전파 후 기계학습을 진행한다. 4. 학습된 모델을 Script가 존재하지 않는 동영상에 대하여 적용하여 성능을 판단한다.     **[ 시스템 개요 그림 ]** |

|  |
| --- |
| **6. 결론**  원본 Script가 존재하지 않는 한국어 발화 동영상에 대해 정확한 자막 생성을 목표로 한다.  Wav2Letter (음성 데이터 학습) 와 LipReader (영상 데이터 학습) 을 병합하여 기존 자막 생성 방식에서 존재 하지 않았던 입술 모양을 Parameter로 추가하여 자동 자막 생성의 정확도를 향상 시킨다.  한국어 발화 동영상과 원본 Script 여부에 따라 구분한다.  동영상 데이터에서 음성 및 영상 데이터를 분리한다.  LipReader 에 대한 코드 구현 및 학습 진행  Wav2Letter의 Parameter로 LipReader의 학습 결과 데이터를 추가  Wav2Letter 학습 및 검증  모델의 정확도 확인 |
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